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I. INTRODUCTION

Silicon technology scaling has enabled the fabrication of
many interconnected cores on a single chip for current and
future generations of computing systems. The emergence of such
systems has facilitated computing performance at unprecedented
levels with application parallelization and architectural support.
However, higher device-level integration and faster speed in these
systems have rendered exponentially increased power density
and energy consumption [1]. Due to such high power density,
these systems are increasingly being confronted with emerging
reliability challenges. A major challenge is significantly reduced
lifetime of these systems due to higher operating temperatures
and their variations, which accelerate the device wearout
mechanisms through electromigration, dielectric breakdown, etc.
Indeed, many-core computing with reduced energy and improved
reliability, while dealing with the conflicting performance trade-
offs, is highly challenging [3].

This paper highlights and demonstrates our research works
to date, which address the above challenges through intelligent
runtime management algorithms. The algorithms are imple-
mented through cross-layer interactions between the three layers:
application, runtime and hardware, forming one of our core
themes of working together. The annotated application tasks
communicate the performance, energy or reliability requirements
to the runtime. With such requirements, the runtime exercises the
hardware through various control knobs and gets the feedback
of these controls through the performance monitors. The aim is
to learn the best possible hardware controls during runtime to
achieve energy-efficiency and improved reliability, while meeting
the specified application requirements.

II. LEARNING-BASED APPROACHES AND RESULTS

The paper will specifically report the methodology and
experimental results of the following two runtime management
approaches. The first approach [5] implements a reinforcement
learning-based adaptive runtime thermal management through
thread-to-core affinity and processor DVFS controls. The aim
is to reduce different thermal emergencies (peak, average
and thermal cycles) and extend the lifetime reliability, while
meeting the application-specified performance requirements.
The experimental results of this approach show that significant
lifetime improvement (up to 7x) can be achieved compared
to the existing methods (see Fig. 1). The second approach [6]
demonstrates the use of programming model based runtime
management of energy-efficient and reliable many-core systems.
The approach uses hierarchical learning of dynamic concurrency
throttling (DCT) and DVES controls of processor cores in many-
core systems. The experimental results show that up to 21%
energy can be reduced compared to the existing methods, while

lifetime reliability can also be improved significantly (see Fig. 2).
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Fig. 1. (a) Learning-based cross-layer approach for reliability improvement
of multi-core systems through thread affinity and DVFS controls, and (b)
experimental results demonstrating improvement in average/peak temperatures
and lifetime reliability using ALPbench applications
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Fig. 2. Comparative evaluation of (a) performance (execution times, in seconds)
and (b) energy consumptions (in Joules) of the OpenMP-based runtime energy
minimization approach through dynamic concurrency throttling (DCT) and
DVES controls using NAS parallel benchmark applications

The validation of the approaches through experimental results
showed that learning-based approaches effectively minimize
energy and improve lifetime reliability when different layers
work together interactively and intelligently, while also meeting
the ever changing application performance requirements.
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